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Abstract—This paper addresses the problem of routing connections in a large scale packet switched network supporting multipoint communications. We give a formal definition of several versions of the multipoint problem including both static and dynamic versions. We look at the Steiner tree problem as an example of the static problem and consider the experimental performance of two approximation algorithms for this problem. Then we consider a weighted greedy algorithm for a version of the dynamic problem which allows for endpoints to come and go during the life of a connection. One of the static algorithms serves as a reference to measure the performance of our weighted greedy algorithm in a series of experiments. In our conclusion, we consider areas for continued research including analysis of the probabilistic performance of multipoint approximation algorithms.

I. INTRODUCTION

In a packet switched network using virtual circuits, the primary goal in routing connections is to make efficient use of the network resources. For example, one favors an algorithm which can handle the largest number of connections for a given set of network resources. In a point-to-point network, routing is often treated as a shortest path problem in a graph. Here the network is modeled as a graph $G = (V, E)$ where the nodes of a graph represent switches and the edges represent links. In addition we have two functions: $c: E \rightarrow \mathbb{Z}^+_0$ and $\text{cost}: E \rightarrow \mathbb{R}^+$ which give us the bandwidth and the cost of each edge. At the time a connection is requested, a minimum cost (shortest) path connecting a pair of endpoints is selected. Of course only paths consisting of edges with sufficient unused bandwidth may be chosen.

Routing of multipoint connections may be modeled in a similar way. In the multipoint problems, we wish to connect a set $D \subseteq V$. Instead of the shortest path, we are interested in the shortest sub-tree which contains the set $D$. Finding the shortest tree connecting a set of points is known as the Steiner tree problem in graphs. Of course the multipoint problem is complicated by the fact that the set $D$ may change during the life of a connection.

II. DEFINITION: THE MUltIPOINT PROBLEM

Before proceeding, let us consider a definition of the multipoint problem. In the multipoint problem we can view the network as a graph $G = (V, E)$ with a function $\text{cap}: E \rightarrow \mathbb{Z}^+_0$. For simplicity we will assume that this graph is undirected. We then define a connection request $c$ to be a pair $(D, b)$ where

- $D \subseteq V$ is the set of nodes to be interconnected,
- $b \in \mathbb{Z}^+$ is the bandwidth required for connection $c$.

Finally, we define a route $R_c = (D, \hat{E})$, for connection request $c = (D, b)$, to be a connected subgraph of $G$ such that $D \subseteq \hat{D}$ and the bandwidth constraint

$$\forall v \in \hat{E} \exists (b \leq \text{cap}(e))$$

is satisfied. Of course, for a given connection request $c$ there may not be any route $R_c$ satisfying (1).

In what we shall refer to as the basic multipoint problem, we are given a network $N = (G, \text{cap})$ and a connection request $c$. We are then asked to find a route $R_c$ for $c$ that is optimum. The definitions that follow represent a compromise between simplicity and complete generality. These definitions capture the essential features of this problem without being overly complex. We consider three versions which we refer to as the static multipoint problem, the unitary dynamic multipoint problem, and the dynamic multipoint problem.

The static version of the multipoint problem is a formalization of the basic problem. In this version, we assume that a function cost: $R \rightarrow \mathbb{R}^+$ is defined for a network $N$ where $R$ is the set of all possible routes on $N$. The static problem is stated as follows. Given a network $N$ and a connection request $c$, find a route $R_c$ such that cost ($R_c$) has a minimum value among all possible routes for $c$. The Steiner tree problem in graphs is a specific version of the static multipoint problem which we shall discuss shortly.

In the unitary dynamic version of the multipoint problem, we start with a network $N = (G, \text{cap})$ and consider a sequence of requests $S = \{r_0, \cdots, r_n\}$ where each $r_i$ is a pair $(v, d)$, $v \in V$, $d \in \{\text{add}, \text{remove}\}$. Each request includes a node of the network which is to be either added to, or removed from, a connection. Thus, in the unitary dynamic problem we are given a network $N$, a bandwidth $b$, and a sequence of requests $S$. We are asked to find a sequence of routes $R_i$, $i \in \{0, \cdots, n\}$ which yields a minimum cost sequence subject to the bandwidth constraint (1). We may wish to consider several measures for the cost of a sequence such as average cost or maximum cost. In this version, once a particular set of edges has been used in a route, no reconfiguration is allowed as the algorithm proceeds. Note that if we were to allow reconfiguration, this problem would be equivalent to a sequence...
of static problems. Clearly, an optimal algorithm which allows reconfiguration will always do at least as well as one for which reconfiguration is not allowed.

In the dynamic version of the multipoint problem we again are given a sequence of requests \( S \) which are triples of the form \((c, r, d)\), \( c \in C \) where \( C \) is a set of connection identifiers. Each \( r_i \in S \) is a request to add or delete a node with respect to a particular connection. In addition we are given a function \( B: C \to Z^+ \) which associates a bandwidth with each connection. This version comes in two flavors, one which allows reconfiguration and a second for which reconfiguration is not allowed. Finally, in the dynamic multipoint problem, we impose the additional constraint that the sum of the bandwidths of all routes using a given edge \( e \) may not exceed the capacity of that edge. More formally we have that for all \( i \in \{0, \cdots, n\} \)

\[
\forall e \in E \quad \left( \text{cap}(e) \geq \sum_{R \in \mathcal{R}_i, e \in R} b_r \right)
\]

where \( \mathcal{R}_i \) is the set of all routes created by an algorithm after request \( i \) and \( \mathcal{R}_i \) is the route for connection \( c_i \).

Here, we measure the performance of an algorithm by the number of requests of type \( o d d \) that it can service. If \( a(N, S, C, B) \) is the number of \( o d d \) requests serviced by algorithm \( a \), we define the number of requests serviced by an optimal algorithm for a given instance \((N, S, C, B)\) of the dynamic multipoint problem as

\[
O(N, S, C, B) = \max_{a \in A} \left( a(N, S, C, B) \right)
\]

where \( A \) is the collection of all dynamic routing algorithms which satisfy the bandwidth constraint (2). Note that the algorithms in \( A \) may or may not be allowed to use reconfiguration, depending on which version of the dynamic multipoint problem we consider.

III. Static Approximation Algorithms for the Steiner Tree Problem

The Steiner tree problem, was not originally conceived as a problem in communication but as a problem in geometry. The original version of the Steiner tree problem derives its name from Jacob Steiner [5] and was studied even earlier by Fermat [2]. The version most closely related to multipoint routing is the Steiner tree problem in graphs, which was shown to be NP-complete by Karp in 1972 [10]. Formally, the Steiner problem in graphs can be stated as follows. Given

- a graph \( G = (V, E) \)
- a cost function cost: \( E \to \mathbb{R}^+ \), and
- a set of vertices \( D \subseteq V \),

find a subtree \( T = (V_T, E_T) \) of \( G \) which spans \( D \), such that the cost \( \sum_{e \in E_T} \text{cost}(e) \) is minimized.

Since the Steiner problem is NP-complete an algorithm that finds a minimum Steiner tree will not run in polynomial time unless \( P = NP \). Therefore, we would like to find approximation algorithms which have worst case performance as well as average performance that is close to optimum. There are a number of heuristics for deriving solutions to the Steiner tree problem in graphs which run in polynomial time. At this time, none of these is known to give a solution that is better than twice optimal in the worst case [17], [16].

The approximation algorithms described here are not practical for very large networks, since they assume complete knowledge of the network and do not operate in a distributed fashion. Such algorithms are of theoretical interest and should be useful as tools to measure the performance of other routing algorithms. In addition, it is hoped that the study of such algorithms will contribute to a better understanding of the multipoint routing problem.

We have been looking at several heuristics for the Steiner tree problem in graphs. These include a heuristic which is based on minimum spanning tree algorithms, which we refer to as MST [14], [11], [7], [9], a contraction heuristic [11] and a heuristic due to V. J. Rayward-Smith [12], which we refer to as RS. Both MST and the contraction heuristic have worst case performance two times the cost of an optimal solution. In his paper, Rayward-Smith does not develop any results regarding the worst case performance of RS. We have recently proved [16] that the worst case bound for RS is also two, even though experimental studies discussed in this paper and in [13] indicate that RS does better than MST on average. In addition, analysis of probabilistic performance [15] also gives the edge to RS.

We have implemented both the MST and RS algorithms as well as an improved version of each. The improved versions result from a modification of the version of MST suggested by Kou, Markowsky, and Berman [7]. It should be noted that the improved versions do not have better worst case performance but do at least as well as the basic algorithms.

We briefly describe MST referring the reader to one of the references cited for more details.

Construct a complete graph \( G' = (D, E') \) where \( \text{cost}_G(u, v) \) is the length of the shortest path from \( u \) to \( v \) in \( G \).

Construct a minimum spanning tree \( T' \) for \( G' \).

Convert the edges in \( T' \) to paths in \( G \) to form a solution \( T_1 \).

Fig. 1 illustrates the application of MST to a nine node graph, with a set \( D = \{ a, d, e, g \} \), and with the cost of each edge indicated. The complete graph \( G[D] \), a minimum spanning tree for \( G[D] \), and a final solution are shown. Note that in this example the solution given by MST is not optimum.

Kou, Markowsky, and Berman take the subgraph \( T_1 \) generated by basic MST and apply a minimum spanning tree algorithm to \( T_1 \). From the tree that results they prune branches which do not contain any vertices in \( D \), giving their solution to the Steiner problem. What we have done is to take the nodes \( D_1 \) in \( T_1 \), rerun the basic MST on this set of nodes to produce a subgraph \( T_2 \), and then prune those branches which do not contain any vertices from \( D \). This version of MST will yield a tree with cost that is
Fig. 1. An example of the application of MST to a graph.

no greater than the cost of the solution given by the basic algorithm, but in the worst case does not do any better.

We now consider the RS algorithm proposed by Rayward-Smith. The problem with the basic MST algorithm is that it only considers the distances between nodes in the set $D$ and does not consider the value to a final solution of nodes not in $D$. The nodes outside of $D$ that are important to a solution of the Steiner tree problem will be called Steiner points. More formally, we define a node $s$, in a Steiner tree $T = (V_T, E_T)$ for a set $D$, to be a Steiner point if $s \in V_T, s \notin D$ and $\deg_T(s) \geq 3$. These are the nodes that RS attempts to find. Rayward-Smith defines a function $f: V \rightarrow \mathbb{R}^+$ such that those nodes for which the function has a minimum value are the ones that should be included in a final solution. We give a brief description of RS referring the reader to [12], [13] for a more details.

Construct a collection of single node trees $3$ consisting of the nodes in $D$.

Repeat the following steps until $|S| = 1$.

Choose $v \in V$ such that $f(v)$ is minimum where

$$f(v) = \min_{S \subseteq [X] \setminus \{S\} \geq 1} \left\{ \frac{1}{|S| - 1} \sum_{x \in S} \text{dist}(v, T) \right\}.$$

Let $T_1$ and $T_2$ be two closest trees to $v$.

Join $T_1$ and $T_2$ by a shortest path through $v$.

Informally, $f$ is the average cost of making $r$ joins to $r + 1$ trees through a node $v$ where $r + 1 = |S|$.

The application of RS to an eight node graph is illustrated in Fig. 2. In this example, the repeat statement is executed four times. The collection of trees 3 and the values for $f$, at each iteration, are shown in Fig. 2 and 3.

RS uses the function $f$ to determine if a node other than those in $D$ will be useful in solving the Steiner problem. Whenever RS chooses such a node, it has found a potential Steiner point. As can be seen in Fig. 4, we have a set of instances where MST will yield a solution whose cost is almost twice that of an optimal solution while RS will actually find an optimal solution.

To gain some insight into the probable performance of MST and RS, we implemented both the basic and the improved versions. In our experimental tests of these algorithms, we also generated an optimal solution for each test case.

For the purpose of running these experiments, two simple random graph models RG1 and RG2, which have some of the characteristics of an actual network, were used. In RG1, $n$ nodes are randomly distributed over a rectangular coordinate grid. Each node is placed at a location with integer coordinates. The Euclidean metric is then used to...
determine the distance between each pair of nodes. In RG2, for each pair of nodes, a distance is chosen in \((0, L]\) from a uniform random distribution. For both models, edges are introduced between pairs of nodes \(u, v\) with a probability that depends on the distance between them. The edge probability is given by

\[
P(\{u, v\}) = \beta \exp^{-\frac{d(u, v)}{L\alpha}}
\]

where \(d(u, v)\) is the distance from node \(u\) to \(v\), \(L\) is the maximum distance between two nodes, and \(\alpha\) and \(\beta\) are parameters in the range \((0, 1]\). Larger values of \(\beta\) result in graphs with higher edge densities, while small values of \(\alpha\) increase the density of short edges relative to longer ones. Finally, we set the cost of an edge equal to the distance between its endpoints.

The experimental results of applying MST and RS to RG1 are illustrated in Figs. 5 and 6. For these experiments, five different 25 node random graphs were generated according to the RG1 model. Figs. 5 and 6 show the results of running 25 simulations, five for each graph, for subsets \(D\) of a given size. Each subset \(D\) contained nodes selected at random from the 25 node graphs. In each figure, the horizontal axis represents the size of the sets \(D\), while the vertical axis indicates the ratio of the cost of a solution given by the algorithms to an optimal one. In Fig. 5, average values are plotted for the cost of the basic and improved solutions for both algorithms. In Fig. 6, worst case results for each set of simulations is plotted. As these figures indicate both MST and RS when applied to RG1 generally yield results which are near optimum with the improved version of RS2 giving the best performance. Our experiments also indicate that the results are essentially the same for graph model RG2 and a wide range of values for \(\alpha\) and \(\beta\).

IV. A DYNAMIC ALGORITHM FOR THE STEINER TREE PROBLEM

Let us next turn our attention to the unitary dynamic multipoint problem. Here individual nodes are allowed to join or leave a connection at any point during the life of that connection. This version of the multipoint problem considers the dynamic nature that we expect from real applications, although it is still a simplification of the real problem since it considers a single connection in isolation. We have run experiments with a version of the unitary dynamic multipoint problem using both a greedy and a weighted greedy algorithm. In the greedy algorithm, to add a node \(u\) to an existing connection, we first find a closest node \(v\) already in the connection and then connect \(u\) to \(v\) by a shortest path. We delete a node from the connection by first marking it deleted. If that node is not an internal node in the connection, we prune the branch of which it is a part. In the weighted greedy algorithm, a distinguished node \(o\) is chosen to be the owner of the connection, with the restriction that node \(o\) must remain in the connection. We add a node \(u\) to a connection by choosing a node \(v\), in the connection, which minimizes the function

\[
W(v) = (1 - \omega) d(u, v) + \omega d(v, o)
\]

where \(0 \leq \omega \leq 0.5\) and \(d(x, y)\) is the distance from \(x\) to \(y\). When \(\omega = 0\) the algorithm is equivalent to the basic greedy algorithm. When \(\omega = 0.5\), we add a node \(u\) to the connection by the shortest path to the owner \(o\). Fig. 7 illustrates a sequence of five events handled by the greedy algorithm. Note that events three and four are examples of a situation where the greedy algorithm is not optimal.

In our experiments we used our improved version of MST to measure the performance of the greedy algorithm. To run these experiments we used a simple probability model to determine if an event was to be an addition or deletion of a node from the connection. The function

\[
P_c(k) = \frac{\alpha(n - k)}{\alpha(n - k) + (1 - \alpha)k}
\]

was defined for this purpose. Here, \(P_c\) is the probability that an event is the addition of a node, \(k\) is the number of nodes in set \(D\) of the current connection, \(n\) is the number of nodes in the network, and \(\alpha\) is a parameter in \((0, 1)\). The value of \(\alpha\) is the fraction of nodes in the connection

\(^2\text{Improved RS is analogous to the improved version of MST. We run RS a second time on the set of nodes generated by the initial RS solution.}\)
event. It is under these circumstances that the weighted algorithm shows the greatest improvement. Note that for the set of experiments shown in Fig. 8 the worst case performance improves from 3.5 to 2.0 with the weighted algorithm using \( \omega = 0.3 \). From our experiments it appears that a value for \( \omega \) in the neighborhood of 0.3 yields the best results. There are several other techniques that might be used to smooth out the performance of the greedy algorithm. For example, we might weight the choice of a path to a node \( v \) in the connection by the distance from \( v \) to the center of the connection, or perhaps by the number of connections routed through \( v \).

V. CONCLUSIONS

Our experiments with MST and RS indicate that they give near optimal results on our two graph models RG1 and RG2. For example, the improved version of RS gave performance within 8 percent of optimal for the entire set of experiments and within 2 percent of optimal on average. We are now looking at ways to obtain analytic results for the probable performance of Steiner tree approximation algorithms on several different random graph models [15]. Still open is the minimum value for the worst case performance of a polynomial time bounded Steiner tree algorithm, assuming \( P \neq NP \).

Experimental results indicate that our weighted greedy algorithm gives reasonable results when compared to MST. Even though we got the best results with the weighting factor \( \omega = 0.3 \), a value for \( \omega \) of 0.5 still does reasonably well. Since \( \omega = 0.5 \) is equivalent to shortest path routing these results indicate that extending a point-to-point routing scheme to the multipoint problem may be a reasonable thing to do.

Experimental studies of the extension of point-to-point routing as well as the extension of the weighted greedy algorithm to the general dynamic problem are worth additional consideration. These extensions may then prove useful as a basis for the construction of a practical multipoint algorithm for a large network.
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